
Journal of Informatics Education and Research 

ISSN: 1526-4726 

Vol 5 Issue 4 (2025) 

 

1263 http://jier.org 

Antecedents of Artificial Intelligence in the stability of International Finance 

Surya iyer,S.  

Department of Finance SPJain School of Global Management, Sydney,Australia 

surya.dm24dba010@spjain.org 

Seetharaman,A.  

Department of Finance SPJain School of Global Management Singapore, 

seetha.raman@spjain.org 

Abstract: The aspect of revolutionizing the advancement of ai era in the present global context, this research highlights 

the major setback of legal and regulatory framework of artificial intelligence in finance stability in international finance, 

in general to design regulation and policy framework to regulate the safety, ethical, tranquility, efficiency & humanity 

(seteh) of ai technologies in sustainable financial domain in legal arena. 
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I.  INTRODUCTION 

This The economy and humans feel the aspect of insecurity and threat if their data are theft or utilized for financial loss 

and other unethical concerns, yes, we are in generation where the global is aspiring towards artificial intelligence where 

the human race are exposed to insignificant threats and infinity technological efficiency. The aspect of advancement in 

technology can make the day-to-day work easier, smarter, efficient and productive, but no technology can provide a 

adverse effect of inhumanity like artificial intelligence has done. During the year 2023, in the USA, a human has 

performed suicide due to the irrelevant information provided by the ai during his search of data through ai platform, so can 

you imagine how adverse the ai tool is it has the power to even take a life , that is 100 times threatening than covid19. So 

the reason to indulge this case in this research paper is, there as no proper logic and sense of humanity the ai tool has 

towards human values, to ai everything has a result that are predesigned, pedagogy and impending data mining that will 

provide output of data what it has been designed for, can a human tolerance can match its transparency and data 

asymmetry in terms of information’s. 

1.1.LITERATURE REVIEW 

1.2 AI TOOLS AND ITS SIGNIFICANCE 

Basically to understand the ai tool in finance , it has multi functionality dimensions where it has related diversification in 

providing the humans the ease to transfer money through digital platform, technology has introduced apps like phone pe, 

Paytm, google pay and it saved human time , and the proportion of ai advancement in organization still has a vibrant 

inactiveness to get excited to utilise ai because , its entirely not be regulated with laws and safety compliance where there 

has been cyber- attacks and threats due to utilizing the ai tool in handling money or for any other purpose, the aspect of 

gathering information through literature made a broader knowledge expansion in the perspective of variables like cyber 

threats, fraudulent activities, no proper regulations applied by government , need employee skill training, need of 

proposed regularized framework to utilize ai, needed robust security and guideline to utilise ai in financial advancement 

that can create the trust in human minds. In order to address the specified limitations that has been identified by our 

fellow researcher it is very much valid and significant that there are drawbacks in legal framework and regulations in the 

ai technology advancement , that proportionate need has to been filled , hence the efficient manner to implement a legal, 

technological, ethical, safe, human value ,environmental friendly seteh framework will be designed to address the 

drawback faced by human race after utilising the ai technology. Ensuring the safety and privacy with ethical concerns, the 

so to be designed legal and policies related to seteh framework needs a well diverse global outlook in implementing the 

law and regulations that could make human of all categories to utilise ai tool only for positive aspects that protect data’s in 

all domains and services. 
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1.3 AI IN FINANCE 

In the literature we could review that human emotions and psychology has been in terms of concerns of conflict , where 

the ai intelligence and human natural intelligence feel contradicting and conflicting due to which there should be more 

concern given to ai based psychological tools and human emotional values that can implement the positive aspect of 

human friendly compatibility tool in every organization from 

director to all stakeholders that make the process of business ease and finite factors that has direct impact with ai in 

finance domain are 

a) Regulation 

b) Ethical management 

c) Systematic risk 

d) Human psychology 

e) It infrastructure 

The research was broadly described in aspect with security, ethical privacy concerns to data leakage threat while using ai 

tools, and there has been a proportionate need for scaling up the legal and regulatory aspects of using ai in economy that 

need of policy making demand which could be determined by implementing seteh framework that ideally combines the 

legal, human psychology and ai innovation infrastructure aspects to become compatible to every organization and 

business and services to produce a effective outcome in terms of money, increase in profit and good organizational 

culture employee involvement factors. The need for flexibility of ai in economy is being stable with, may or may not be 

producing increase in GDP and exchange rate of money and innovations with respect on change in economic climate and 

business that should improvise the factors in humans to trust ai tool directly or indirectly for future years or time, based 

on its technological advancements If there can be a proportionate use of seteh framework that has been ideally designed 

to collaborate ai in aspects of human psychology, legal, ethical and innovative framework we could provide a evident 

result in determining the trust quotient can rise between humans and can utilise it in well positive manner rather than using 

it for negative adverse actions in military and power for destruction of humans. 

2. RESEARCH FRAMEWORK 

The figure represents the variables that have influenced the role of ai tools in the financial domain that could enhance the 

safety, ethical, tranquillity, efficiency & humanity (seteh) of ai technologies in sustainable financial domain in legal arena, 

The negative aspects variables that are not attended or concentrated in literature that need to be address directly or 

indirectly to enhance AI tools landscape in international finance includes regulations, ethical management, systematic 

risk, human psychology and IT infrastructure If these variables and their issues are addressed, we could create a credible 

enforcement of AI tools in fintech on legal domain, the IT integrity could be enhanced, could expect a very positive return 

in the market, and can help the humans to idealise the sense of actions and directions towards utilising the AI tools and 

can improve the system performance if the IT infrastructure has been advanced 
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2.1 Design/ methodology /approach 

The contribution towards achieving the sustainable ai in finance needs a regulated framework that concepts the ratio 

imbalance between ai mechanisms with machine intelligence in compliance with the regulatory and legal aspects in the 

economy encompassing of human values, the variable that directly or indirectly influence the legal repository attributes of 

ai tools in finance domain are cyber-attacks in fintech; that disrupts the privacy & security of technological data; by 

creating the cyber threats and systematic risks, where the current criminal legal technology compliance in ai aspects are 

not advanced to determine the fraud detection and fails to engraved the human trust and security factor of emotions. The 

methodology to determine the role of drawback of ai technology of fintech in legal compliance can be exceptionally 

witnessed by adopting the qualitative method of data analysis through indulging the case study review findings by 

skimming 

40 case studies and adopting quantitative research with collection of data from stake holders like AI data science 

managers, CEO, and AI researchers and IT companies employee who work with AI concepts.. After analysing the case 

studies the high priority independent indicators that need to be addressed in the context of ai in fintech is legal regulatory 

and policy framework of ai that has the dependent variables such as safety ,user privacy factor, ethical factor of systematic 

risks, the role of authoritative regulatory body of ai human psychology ai policy ,ai laws ,& ai infrastructure, innovation 

research. 

2.2 Research problem and questions 

There are no right and wrong rules while utilising ai tool but will there be a compatibility test mode that still need 

revision that can meet up human expectations without error, while contrasting the ai tool in financial technology. The 

recent article in futurism stated that still ai has not been so productive in fintech, where humans feel that it is not user 

friendly and creates more unemployment, that arises questions in various dimensions like 

a) Are the regulations still needed for advancement towards ai in the stability of international finance? 

b) Does ethical management have a significant influence on artificial intelligence in stability of international finance 

c) How systematic risk has the influence on artificial intelligence in stability of international finance 

 

d) Does human psychology have significant relationship with artificial intelligence in stability of international 

finance 

e) To what extent it infrastructure influence the artificial intelligence in stability of international finance 

This research further deep dives in to the collaboration between ai legal frame work and machine intelligence ai where there 

can been seen a proportionate distance of human ethics and safety of concern incompatibility that need to be addressed 

and to determine the indicators that made ai human centric tool a failure, so the broader area of research done in the ai 

advancement includes the research questions of 

2.3 Research objectives 

a) To identify intended regulations which have significant influence on artificial intelligence in stability of 

international finance 

b) To evaluate the ethical management which has the significant influence on artificial intelligence in stability of 

international finance 

c) To assess the systematic risk which influences artificial intelligence in stability of international finance 

d) To ascertain the extent of human psychology in influencing artificial intelligence in stability of international 

finance 

e) To establish it infrastructure of artificial intelligence in stability of international finance 

2.4 Discussion analysis and outcome measure 

This research has been explained based on consent reviewing and skimming of 40 journals that has clearly stated the 
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advancement of ai tools in fintech, we could rationalise the data obtained in mere information basis and with the relevant 

collection of data mining through the case studies it has been theoretically significant that there is a need for legal 

regulatory, ethical and secure framework for ai in finance and other domains related with ai cyber-attacks and data 

leakage to create a greater impact of danger to business in state or regional or national or international level of economy 

where at the end its human value and beliefs is what going to suffer in adverse output with utilising the ai, hence the five 

dimensions which need at most detailing for proper utilization of ai too, are, legal and regulatory aspects, human 

psychology ,innovation and IT infrastructure, systematic risk in Financial technology and finally cyber security and 

technology of ethical management aspects. 

3. SOCIAL DIMENSION DISCUSSION AND ANALYSIS WITH HYPOTHESIS GENERATION 

3.1 hypothesis 1: Discussion: The variable regulations have to be revised in-order to address the drawback faced in AI 

technology in financial domain, there has been frequent misconduct of regulations some of the negative connotations 

includes lack in technical expertise, to improve the cybersecurity landscape, and policy regulations that can further 

enhance flexibility of usage of AI tools for consumers friendly aspects. The negative factors that govern the durability 

and enforcement of regulations in AI technology includes 

1. Shortage of technical expertise 

2. Ethical and regulatory laws 

3. Development of the AI ecosystem 

4. Governance 

5. Evolving cybersecurity landscape 

6. Policymakers, urban planners, and technology leaders 

7. Regulatory frameworks 

8. Relevance, coherence and timeliness of the law. 

9. AI in legal contexts WITH machine-simulated intelligence 

10. New legislation, compliance with existing law without hindering innovation or competitiveness 

11. Empirical legal research is required to analyse how well regulating AI systems works in action, in the 

interaction between law, technology, and society 

12. Legal, and technical scrutiny of data 

Outcome: The enhancement in implementation of Legal model of data processing in AI technology can indeed improve 

the data flow filtration of protection of data that can be outperformed with adopting a legal and regulatory 

conceptual model in defining the data are obliged to regulations to pass through the out solution while utilising the AI 

tools Preposition: with advent of utilising the AI tools, the basic aspect of data and their security has the 

importance to be protected and henceforth the proposed detailing of law and regulatory division of AI has to 

determine the credibility of value of Security and protection to data either in corporate world, personal usage or 

industrial aspects, the need for usage of technical aspects of AI tool should undergo a compatibility mode model which 

need to be designed in such a manner that goes compatible with legal regulations of the concerned country that can 

enhance the validity and authenticity of the data and information’s. 

3.2 hypothesis 2: Discussion: 

The Variable ethical management has been determined with study of literature alongside a reason to depict the trust 

factor decrease in humans by utilising the AI tools in financial technology. The data has to be ethical but far more 

considering the past data the data seems to be of no control and no correlations with needed output a human expects, 

which can otherwise termed as an error in the formula of data mining in AI tech Some evidence that could relate with 

why ethical management system needs to be concentrated to enhance the efficiency of the utilising AI tools in the future 

or present era is 
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1. Uncertainties, 

2. Technological constraints 

3. Robust policy 

4. Data protection 

5. Transparency, accountability, and human involvement. 

6. Harnessing ai, 

7. Blockchain, ml, 

8. Human ingenuity 

9. Adoption of ai-driven security 

10. Regular ethical hacking exercises 

11. Ethical implications of ai in cybersecurity 

12. Information systems security 

13. Strong ethical standards and 

14. Creative defence mechanisms 

Outcome 

The concentration towards the Gen AI terminology in ethical management could enforce the stability in finance and 

financial management systems by providing a strong foundation to detach the burden of hacking, cyber threats, unethical 

standards determination of AI tools in fintech towards providing a AI ethical landscape in terms of improving the factor 

IT integrity where the data input and data output undergoes a rigorous testing of what if and if analysis which can help us 

to determine the standard error and negative outcomes before heading the tested data in information systems and 

congruence towards the solutions presented in terms of answer for questioning the credibility and authenticity of data and 

information’s. 

Preposition 

The key performance indicator that can evolve the basic ethical standards of utilising tools can be obtained with 

proportionate outcome with perspective of providing the logic output to humans by rectifying the system error and 

should enhance the sense of acceptance in with ethical concerns can either way create a clarity in determining the 

advanced and appropriate decision by adopting ways like decision tree, clustering and machine learning tools in data and 

information asymmetry which can predict the future outcome by Amending the ethical rules and regulations of AI in 

terms of considering the societal political, technological legal and economic aspects of the country, which may enhance 

the durability of utilising the AI tools. 

3.3 Hypothesis 3: Discussion 

The determination of systematic risk of the AI tools do play a crucial role in demanding the Outcome to be led free of 

risk based on the data structure and data architecture, which further need data science and analysis which can be done by 

adopting a data mining steps to deliberate the risk causing factors in AI technologies. Some of the risk the AI has faced 

while in the past includes the factors like 

1. Professional codes 

2. Standards of business behaviour 

3. Consult practitioners 

4. Risk Management 

5. Cybersecurity risks 
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6. Risk analysis. 

7. Fraud and labour employment 

8. Fear 

9. Human emotional 

10. Tool failure 

11. Cost and finance 

12. Wrong adoption of ai tool 

13. Human error 

14. Cost 

15. Man 

16. Machine 

17. Cultural 

Outcome 

Addressing the risk factors such as human errors, financial and technological constraints, the tools installation difficulties, 

the scalability of project, system failures, the human emotional factors like fear, trust lack, the coding error, wrong 

automotive data generation, the fraudulent risk it can and should be minimised by adopting the risk analysis matrix that 

can depict the future adverse outcome of these specified errors, hence to transform the ai tools to be efficient and useful 

in productivity and efficiency of the desired tool, the output to overcome the negative aspects of risk and details we can 

be Ready to face the adverse effects of outcome to handle the situations in a more structured manner and less loss in 

terms of money, man machine and infrastructure . Hence analysing and predicting the systematic risk are just going to 

provide us the prediction towards how the risk need to be handled and managed to face the adverse side of utilising AI 

tools in a wrong way. 

Preposition 

The general outcome that need to be addressed by minimising the risk are prolonged usage of error less coding and 

programming, human error reduction and cost savings which can efficient the usage of AI tools , the men machine 

money are basic three factors that are always related to specified risk factors detailed above where the capacity to adhere 

the negative adverse failure actions caused by utilising the ai tools can be predicted and managed henceforth the need for 

model and conceptual framework to undergo any adverse situations caused due to these errors need to be addressed by 

providing the management of risk in AI tool framework that can interchange the negative affects to positive outcomes, 

which can be beneficial to humans and society. Error identification methods need to be implemented in order to enhance 

the credibility of the AI tools and technology where the failure can be predicted before and reduce the cost used in risk 

and failure of products. 

3.4 Hypothesis 4: Discussion 

The artificial intelligence are the replica of human brains, the neural network has the capacity to function in such a 

manner that the human mind does the actions and decisions with logic and practicability, hence with comparing the AI 

the aspect of duplicating human mind do have some drawbacks, some of them were the 

1. Continuous improvement mindsets 

2. Transparency, accountability, and human involvement 

3. Human ingenuity 

4. Trust 

5. Fostering a culture of cybersecurity 
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6. Collaboration among stakeholders 

7. Robust AI to avoid any adverse outcomes related to economic, ethical and social issues policymakers and 

enhance the stability of the financial system 

8. Lack of skilled employees 

9. Compatibility issues with legacy systems, 

10. Cybersecurity and criminal law 

11. Technological development and legal rationality 

12. Architecture of “digital laws 

13. Enactment of specific regulations for Generative AI. 

Outcome 

Psychology is the term used to define the way the human mind reacts to the environment under various circumstances 

and situations (Wikipedia, 2018). The positive way of facing a situation of conflict by an individual considering the 

overall profit of the customs clearance of goods and procedures is defined as psychological capital (Fred, Carolyn and 

Bruce,2007). Understanding human nature is psychology, it is the process of explaining the nature of the human 

considering the nature of the behaviour of human-based in the environment he has been handling. Psychology basically 

concentrates on complexity, integrity, and sociality. (Copreal and Brewer,1991). Emotional psychology The concept of 

triggering one’s emotion to reach and attain a goal is termed emotional psychology. Emotion psychology can be 

classified into two forms Reappraisal and suppression. Reappraisal of emotions: a re-evaluation of emotion acting stimuli 

to change its acting or behaviour based on their thoughts. More sharing of emotions and interpersonal effects on 

emotional behaviour and evaluation of emotions. Reappraisal of one’s emotions can eventually increase the quality of 

work and can improve self- satisfaction towards his career in other terms job satisfaction. In other terms, suppression are 

the control of emotions or neutralising emotional behaviour in other terms less sharing of emotions. Regulations of 

expressive behaviour and interpersonal relationship, motivations of behaviour to express one state of intentions and 

providing incentives of others behaviour. 

Preposition 

The relationship between cultural value and emotional regulation. 

Social complexity, while considering the organisation there exists always the social complexity in the organisation. The 

people involved in a project require social interactions In order to pursue their work. Need for social order Culture as 

meaning and information systems Value related to emotions Value related to interpersonal relationship Norms regarding 

emotional regulation. Emotion regulation contributes to inter-structural adjustment Reappraisal mainly requires group 

work organisation, management, and social group work, relating to the people working in the industry. Suppression 

relates to power distance, long-term orientation, conflicts and uncertainty. Cultural values are nothing but the 

combination of reappraisal and suppression and the relationship between them. 

3.5 Hypothesis 5 Discussion 

The IT infrastructure plays a critical role in analysing AI in fin tech and the aspect of adopting a new technology in to the 

present method of traditional approach to financial domain still needs technological advancement to adhere the system 

compatibility and scalability to adopt those technological advancements, hence AI are huge and need more investment 

there need a special considerations to adopt those technology where humans need to get to understand those software’s 

easily which can be only done by improving the IT infrastructure. 

Some of the variables that directly or indirectly influence the IT infrastructure are 

1) innovate and Adapt 

2) scalable AI solutions 

3) resource allocation 
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4) AI-enabled infrastructure 

5) Scalable AI solutions 

6) Reliance on technology expands 

7) training and maintenance of systems 8)integrated infrastructure 

9)'AI-powered systems robust and flexible 10)feasibility of in-house development of AI systems, 11)protecting digital 

infrastructures and systems Outcome: 

The need to improve the technological compatibility will be fulfilled only by adopting the technological infrastructure by 

imposing a budget friendly introduction to software technology compliance that could enhance the user friendly nature to 

humans who have get adapted to AI technology in to their day today lifeThe need to invest in those AI technology needs 

proper project management techniques which can help in creating a way to make the IT infrastructure to be more 

sustainable related with finance and fintech 

Preposition 

The need for It infrastructure investment to adopt AI technology is need to designed and have to make sure that each 

human are able to understand it easily and we should reduce the complexity of usage of AI technology and testing. Hence 

while mitigating the difficulty in implementing the infrastructure to adapt AI we should make sure that it is human 

friendly and of out of error with 0%.Design/ methodology /approach The contribution towards achieving the sustainable 

ai in finance needs a regulated framework that concepts the ratio imbalance between ai mechanisms with machine 

intelligence in compliance with the regulatory and legal aspects in the economy encompassing of human values, the 

variable that directly or indirectly influence the legal repository attributes of ai tools in finance domain are cyber attacks 

in fintech; that disrupts the privacy & security of technological data; by creating the cyber threats and systematic risks, 

where the current criminal legal technology compliance in ai aspects are not advanced to determine the fraud detection 

and fails to engraved the human trust and security factor of emotions. The methodology to determine the role of 

drawback of ai technology of fintech in legal compliance can be exceptionally witnessed by adopting the qualitative 

method of data analysis through indulging the case study review findings by skimming 

40 case studies and adopting quantitative research with collection of data from stake holders like AI data science 

managers, CEO, and AI researchers and IT companies employee who work with AI concepts.. After analysing the case 

studies the high priority independent indicators that need to be addressed in the context of ai in fintech is legal regulatory 

and policy framework of ai that has the dependent variables such as safety ,user privacy factor, ethical factor of systematic 

risks, the role of authoritative regulatory body of ai human psychology ai policy ,ai laws ,& ai infrastructure, innovation 

research. 

4. DISCUSSION 

This research has been explained based on case study analysis with consent reviewing and skimming of 40 journals that 

has clearly stated the advancement of AI tools in fintech, we could rationalize the data obtained in mere information basis 

and with the relevant collection of data mining through the case studies it has been theoretically significant that there is a 

need for legal regulatory, ethical and secure framework for AI in finance and other do mains, the cyber-attacks and data 

leakage to create a greater impact of danger to business in state or regional or national or international level of economy 

where at the end its human value and beliefs is what going to suffer in adverse output with utilising the AI, hence the 

three dimensions which need at most detailing for proper utilisation of AI too, are, legal and regulatory aspects, human 

psychology and innovation aspects and finally cyber security and TECHNOLOGY MANAGEMENT aspects. 

5. LIMITATIONS AND FUTURE SCOPE OF RESEARCH 

The results has its implications for implementing the legal framework to each and every country to imply the AI tool in all 

domain has the practical complexity because the world is so diverse and in macroeconomic aspect the human values has 

the utmost priority which has its inbuilt religious, cultural beliefs and sentiments, scaling up legal framework to compile 

with world legal system needs a proper diverse common digital legal AI platform that collaborates with basic concept of 

humanity and people beliefs of human values that need to implemented in terms of law or legal ai , but that need more 

vigorous support of data mining and human acceptance that should proportionately expand human mindset to growth 
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mindset, the broader perspective of accepting things which takes time, the aspect of being AI tool to be designed to 

overcome cyber- attacks need a implementation of data security for various aspects and services classifications which can 

be determined by classifying the humans with age, race , ethnicity, colour, and cultural beliefs where the data 

authentication can be filtered with legal and regulations followed in their own respective country and economy, that need 

support from government that is more complex job specially in developing countries like India. Human mind plays a 

complex role in understanding and conceptualize AI tool, hence its not easy for humans to use the tool once it comes to 

market, we can never predict how the tool will enhance the efficiency of the business and economy because the entire 

world need more productivity, efficiency and less labor etc. Human emotions can either make a positive use or can face a 

regressive effect of using AI tool in wrong manner her proper guidance is required THIS research has predominantly 

concentrated on legal, ethical security, psychological aspects of ai tools that can very well compile with the current 

advancement era in AI technology with preventing it from cyber-attacks and threats etc. The revised seteh framework 

abides the three factors that can improve the user-friendly platform of AI tool usage by humans. 

6. CONCLUSION 

With the conduct of AI tool legal framework seteh , the broader expectation to address the need for privacy and security 

towards data leaks and cyber hacks, the human values, laws, policy and innovation Of utilising the advancement tools of 

AI can stabilize the economy in aspects like wealth, finance, GDP, poverty, technology that can directly or indirectly 

influence the standard of living of people in the society, if with the condition that they utilise with authenticity, law 

abiding, and ethical in actions . Hence in short, we could state the future world is technology advancement and stability 

towards finance has the key major role in growth of economy in innovation and research, and technology advancement. 
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